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Tests of dynamical scaling in three-dimensional spinodal decomposition
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We simulate late-stage coarsening of a three-dimensional symmetric binary fluid. With reduceldtunits
(with scales set by viscosity, density, and surface tensiom data extends two decadestibeyond earlier
work. Across at least four decades, our own and others’ individual datasdtglécade eagtshow viscous
hydrodynamic scalingl¢-a+bt), butb is not constant between runs as this scaling demands. This betrays
either the unexpected intrusion of a discretizationmoleculay lengthscale, or an exceptionally slow cross-
over between viscous and inertial regimg31063-651X99)51102-1

PACS numbg(s): 82.20.Wt, 64.75+g, 07.05.Tp

When an incompressible binary fluid mixture is quenchedonly after interfaces have become sharp, and transport by
far below its spinodal temperature, it will phase separate intanolecular diffusion suppressed, we have allowed for a non-
domains of different composition. For symmettar nearly  universal offseta in Eq. (1). Thereafter the scaling function
symmetrig mixtures, these domains will, at late times, form f(t) should approach a universal form, the same foffally
a bicontinuous structure, with sharp, well-developed intersymmetric, deep-quenched, incompressiblenary fluid
faces. The late-time evolution of this structure in three di-mixtures.
mensions remains incompletely understood despite theoreti- It was argued further by Siggid] that, for small enough
cal [1-3], experimenta[4], and simulatior]5—8] work over t, fluid inertia is negligible compared to viscosity, whereas
recent years. for large enouglt the reverse is true. This imparts the fol-

In this Rapid Communication, we use the dissipative parlowing asymptotes to the functioin
ticle dynamics(DPD) simulation algorithm[9] to access

length and time scales far beyond those reached previously. f—bt, t<t*, 2
(Details of the simulations will appear elsewhe&Q].)
When combined with other datas¢fs-7] our results allow a f—ct?®  t>t*, 3

severe test of the dynamical scaling ideas, which underlie
most theoretical treatmenf¢—3] and data analysd4]. We  where, if dynamical scaling holds, the amplitudesnd c
conclude that dynamical scaling is in doubt, perhaps due tonust be universal, as must the crossover tirhedefined,
the intrusion of a molecular lengthscale through the physice.9., by the intersection of asymptotes on a log-log)plot
of topological reconnection events. An alternative explanaNote that the Reynolds number RépL/7)dL/dT=ff,
tion of the results, based on a universal but extremely slowvhich becomes large in the inertial regime, E8).
crossover, is also carefully examined. Perfectly symmetrical fluid pairs do not exist in the labo-
As emphasized by Siggid], the physics of spinodal de- ratory, but computer simulations allow us to test the validity
composition involves capillary forces, viscous dissipation,of Eq. (1), on which the wider interpretation of experiments
and fluid inertia. Indeed, assuming thad otherphysics en-  crucially dependg4]. In the viscous regim¢Eq. (2)], the
ters, then the parameters governing the behavior are the igcaling reduces th(T)=A+BT, whereA is nonuniversal
terfacial tensiono, fluid mass density, and viscosity.  andB=ba/ . This linear law has been reported by several
(We now specialize to 50/50 mixtures with complete sym-groups[5,13,14 (see alsd8,15,16) but only in two recent
metry of the two species. Any asymmetries in compositioncases[6,7] were reliableo and » values obtained, as are
thermodynamics or viscosifyi 1] provide additional control needed to finc. In both of these, the offsek was signifi-
parameterg.From these three parameters can be constructegant, and the linear regimighe straight part of the curve at
only one lengthl o= »*/po and one timeTy=7°/po?. We |ate time$ spanned much less than a decade. In reduced units
now define the lengthscale(T) of the domain structure at [12], we find that the data of Ref7] describes times in the
time T via the structure factorS(k) as [12] L  range kt<3 with a value ofb=0.3. However, the MD
=(2m)[[kS(k)dK/[S(k)dk] *. The exclusion of other data of Laradjiet al.[6] has 66<t<140 andb=0.13.
physics in late-stage growth then leads us to the dynamical The discrepancy oveb (see alsd5]) cannot simply be
scaling hypothesifl,2]: brushed aside. For if dynamical scalifigg. (1)] applies, and
both simulationg6,7] are(as claimedin the viscous regime
I=a+f(1), (1) [Eq. (2)], then these twd values should both be the same
[17]. It is thus premature to conclude that any universal re-
where we define reduced time and length variableslvia gime of viscous hydrodynamic scalifgq. (2)] had yet been
=L/Ly andt=T/T,. Since dynamical scaling should hold observed in computer simulations.
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To clarify this important issue, we have conducted several
simulations that vastly extend the range of time scales ex-
plored: we probe 758t=<45000. This was done using the
DPD algorithm, which combines soft interparticle repulsions _
with pairwise damping of interparticle velocities and pair- £
wise random forceq§9]. The latter conserve momentum, ]
leading to a faithful simulation of the isotherm@aind, in this %
study, effectively incompressiblel7]) Navier Stokes equa- o | /
tion at large length scales. Among several advantages of
DPD over MD, exploited below, is that the viscosity of a /
DPD fluid can be varieihdependenthyof its thermodynam-
ics. 10
To describe our DPD parameters, we briefly switch from reduced time t
reduced physical unitsl t) to “DPD units”: the range of FIG. 1. Inset: Raw DPD datd; vs T for viscosities(left to
the repulsive interaction is unity, as is the particle mass. Weight) ,=2.6, 3.5, 4.6, 6.2, 8.2, 9.8, anti2.2. Thedatasets for
further setkg7=1 (7 is temperature With the form of re-  ;=6.2, 9.8 are averages of two runs. Main figure: the same data in
pulsion used by Groot and Warréfl], we chose a particle reduced unitglog-log) with offsets(found by linear extrapolation
density 10 and energy parameterg=ay,=20, a;,=100, tot=0) removed.
which is a deep quenchZ{/7=80) [10]. The timestep was
0.01 8], giving measuredl's within 2% of the nominal subtractef on a log-log plot. Note first that, since most of

value. Integrating the microscopic stress across a flat flui the plots in Fi ;
s . X ; in Fig. 1 show upwar rvatur rly tim r
fluid interface [18], the interfacial tension was found asdt e plots g- 1 show upward curvature at early imes, ou

50.6+0.2. For each damping parametgthe viscosity was elimination of earl_y tiine data will biadownwardahy esti-
found from the mean stress in steady shear under Leeg—1ate of the quanUtg—dInf/ dint (a true or effecuvg scal_—
Edwards boundary conditiond9]; values varied between Ing gxponem Despite thls.’ only for the .smaIIest viscosity
7=2.6+0.2 (y=1) and»=12.2+0.5 (y=30) [10]. run (if that) is there_ appremablf direct ewdenpe for an expo-
Most runs were performed on a 512 node Cray T3D, with"€nt2<1, as predicted for>t* [Eq. (3)]. A fit to Eq. (1)
a typical run time of several thousand processor-hours. ReVith f=ct” in fact givesz=0.88, whereas all but one of the
sources allowed one or two full-sized runs for each viscosityOther viscosities give 1.1z<1.17 (»=9.8 hasz=0.96).
The simulation box for these contained®l1particles with ~ This suggests that our lowest viscosity rup=<2.6) and it
periodic boundary conditions. Thorough tests of scaling an@lone, may be approaching the inertial hydrodynamic re-
data collapse foiS(k) were made10]. Finite size effects gime, Eq.(3); for more evidence of this, s¢&0]. This run
became apparent when the structural lengthscalgceeded covers 2000&t=<45000, implying thatt* [the crossover
about half the box sizel(=A/2=20); data beyond this was between Eqs(2) and(3)] is similarly large. A less extreme
excluded from our fits fof (t). We also excluded an “early number is obtained if one quotes instead the equivalent Rey-
stage” portion of each run; this was judged by eye from thenolds number Re=b?t*. (This relation applies because in
shape of the.(T) plot. (Possible resulting bias is considered linear scaling, we have Rebl=b?t.) For the middle of the
below; little would be changed had we instead applied agiven run, Re is about 20, so Raeed not be much larger
sharpness criterion to the observed interfgces. than this. Given the smallness of the appateralues(see
The datasets far(T) (DPD unit9 are presented in Fig. 1 below), the largeness of* follows, as does the failure to
(insed. Excluded early time data is shown dotted, as is som@bserve a clear inertial scaling regirfigg. (3)] in previous
data forL=A/2. Slight wobbles in the fitted parts of the simulations[6].
curves represent sampling errordlirarising because/A is Based on these observations, we have fit our remaining 6
not small; these vary between duplicate runs and appear diglatasets to the viscous hydrodynamic scaling form, (BqQ.
tinct from the direct finite sizésaturation effects arising for In all cases the fits are at least as convincing as those of
L=A/2[20,2]. Figure 1 shows the same ddtmith offsets [6,7]. Despite this, wedefinitely cannotinterpret this data
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FIG. 2. (a) Fitted functionsf(t) =bt for DPD data(rightmost six datase)sthat of Ref[6] (center left, and Ref[7] (far left). (b) Log-log
plot of resulting growth velocitieb against the midpoint timé of each run.
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(nor that of[6,7]) as support for a universal viscous hydro- can be recovered for fluid-fluid pinch-offg3], but crucially,
dynamic scaling, Eq(2). Figure Za) shows fits tof=bt  even in the fluid-vacuum case, such universalitpridy ex-
(deviations from the data invisible on this sgalecluding  pected for large values of the dimensionless quantity
our own and earlief6,7] datasets. Figure (B) shows the

fitted b coefficients against the mean tire defined by the 5
middle of the fitted section of each run. Obvioustyis not A=Lo/h=7n"lpch, 4
constant as required: it driftsystematicallytoward smaller

values at later timeE a trend representable empirically as a . . .
P P y whereh is a molecular(or discretization length[23,8]. For

102
We\a;l\lfhpov(\j/er Iavv”b—hfc o learl | the fluid-vacuum case, Eggef&3] argues that\ is large
at does all this mean’ Clearly, one would expect toenough for some fluids=€10" for glycero) but not others
measureb~t~ 2 if in fact one hadf =ct” with z=0.8[see (=20 for watey, to recover universal behavior.
Fig. 2@)]. We are aware of no theory predicting this value of |t similar ideas govern the fluid-fluid case, and if pinch-
z, so it would presumably have to be interpreted as an interoff physics remains a controlling factor in late-stage coars-
mediate,effectiveexponent arising in the crossover region ening, then a violation of dynamical scaling could be ex-

between Egs(2) and (3). Although possible, at least two pected for many real fluids. The same applies for any

arguments counter this interpretation. First, the “crossover, i 1ation in whichi is not very large. Takingi=1 (DPD

if this is indeed what we are seeing, must be exceptionallxmits) we find that\ in our runs ranges from =0.28 at7

broad. Figure @) shows that a single effective exponent — -
governs the entire range of data shown: any “crossover™= 12-2 (S0 thatt=800) to A=0.014 at»=2.6 (so thatt

region coversfour decadesn time. The second reason to =30000). The systematic dependencebobn t reported
doubt this explanation is that for all of the DPD datasetsabove can, for these DPD runs, equally well be expressed as
shown in Fig. 2, a fit td = ct” yields values oz that are not a dependence oR. The latter would permit an extended
close to 0.8, but close t@and usually slightly larger than form of dynamical scaling, wittf(t) replaced byf(\,t) in

1.0. Put differently, even after subtraction of the offsats Eq. (1); at present this cannot be distinguished fromt a

our datasets do not join up into a continuous curve on th‘aependence because the variations we make thraugh
(I,t) plot as dynamical scaling requires. This is apparent " — L
ectt and\ similarly [24].

from Fig. 1, and remains true under various replottings w X oo )
have tried(such as recalculating offsets by imposizyg 0.8 One speculative possibility is that the timd taken for a
fluid neck, of order the domain sidg to reach pinch-off is

rather tharz=1). We therefore ask whether there might be . . .
some other physics, playing a role in spinodal decompositioFOt linear inL [as Eq.(2) suggestsbut varies ad In(L/h)

at late times, which could lead to a violation of the dynami-LS0; in reduced unitsit=IIn(I\)]. In this case, individual
cal scaling hypothesis itself. One possibility is that the late.'uns would show little departure frorf=Dbt, yet b would
stage coarsening velocity depends on initial conditions, drift slowly downward witht, and runs of differenty would
inherited from the nonuniversal early-stage dynami&ar  not quite superpose on thé ) plot. Such logarithms could
related ideas, s€f@2].) This information would have to re- conceivably arise from the hydrodynamics of thin fluid cyl-
side either in the velocity field itself, or in subtle details of inders[25]. A fit to b=In » (not shown is comparable in
the density distribution. The first of these can be tested nuguality, for our DPD runs, to that in Fig.(B) but less good
merically by reinitializing the fluid velocity field during a than the power law shown there, if the data[6f7] is in-
late-stage run; we have done this and no significant effect opluded.
b was observed. In conclusion, we have made a careful analysis of our
A more plausible mechanism for the observed nonuniverextensive DPD datfl0] and of previous simulation results
sality of the velocityb could arise from the direct intrusion [6,7] on spinodal decomposition in fully symmetric binary
of physics that the dynamical scaling hypothesis excludedluids. Taken together, these data now cover approximately
Thermodynamicge.g., finite temperature or compressibility five decades in reduced physical time units. Contrary to ex-
[17]) cannot be solely responsible, since all our DPD rungoectation, the data offer no clear support for the hypothesis
areidentical thermodynamically. Perhaps the most interest-of a universal dynamical scalinideq. (1)] [26]. Such a hy-
ing possibility is that late-stage spinodal decomposition in{othesis can be sustained, but ofjl] by assuming an ex-
volves a moleculafor, in simulations, discretizatigiength-  tremely broad crossover between viscoms: () and inertial
scale which could enter during topological reconnection oi(z=2/3) scaling regimes, with an effective exponert0.8
“pinch-off” events. In such events, without which coarsen- spanning about four decades of reduced timehis “slow
ing of a bicontinuous structure cannot proceed, a fluid neckrossover” interpretation is more plausible when expressed
contracts toformally) zero width in finite time. in terms of Reynolds number, which spans only<ORe
Recent work on a closely related problédisconnection <20; indeed, experience with turbulen®7] shows that a
of a single fluid domainin vacug suggests that pinch-off wide regime of Re might exist in which inertial effects are
processes need not violate dynamical scall®g]: the significant[spoiling Eq.(2)] but not dominan{as required
asymptotic behavior both before and after the pinch have for Eq. (3)]. However, such an interpretation leaves unex-
universal description irl,t variables (measured from the plained the facts thai) almost all our individual simulation
pinch-off event itself According to this work, molecular runs are better fit bg=1 thanz=0.8, and(ii) even after
physics intervenes only briefly at pinch-off, and is forgottensubtraction of nonuniversal offsets, these runs do not lie on a
soon after. It is not yet known whether similar universality common curve on thgt plot [21].
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We have therefore put forward a more radical proposalthe range covered by Reff5,7], a lower, and constarth
that the list of physical ingredient$luid viscosity, density, value is found. In thét range of our DPD study, the LB data
and interfacial tension assumed by the dynamical scaling lie close to ours on the scaling plot, but is well-fit by 0.8.
hypothesis to dominate the physics of spinodal decomposithese LB data support the “slow crossover” hypothesis;
tion at late times, is incomplete. One possibility is that thethey suggest that the nonuniversality in our DPD data may
ratio A=Lo/h (of continuum to microscopic lengthse-  pe exaggerated by finite size effects, and that in R&fg by
mains a relevant parameter: coarsening of a bicontinuougsidual diffusion. See V. M. Kendon, J.-C. Desplat, P. Bla-

structure is contingent on topological reconnectigin-  gon and M. E. Cate@unpublished
choff) events, which could allow the intrusion of micro-

scopic physics no matter how large the mean domainlsize ~ We thank P. Coveney, V. Kendon, P. Warren, and J. Yeo-

mans for discussions. S.1.J. thanks Unilever PLC and EPSRC
(UK) for financial support. Work was funded in part under

Note added in proofRecently, a lattice Boltzman(LB) EPSRC E7 Grand Challenge

study has extended still further the accessible randg.dh
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